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1. Introduction
   1. Role of the deliverable

This document consists of a review of model transformation approaches in general and model to model transformation approaches in specific. Also, the document will discuss the selection of the most convenient and widely used transformation approach in the industry for inclusion into the ModelWriter tool. It may be up-dated depending on the further details and requirements we get during the project.

* 1. The List of Technical Work Packages

|  |  |
| --- | --- |
| UC Code | Requirements derived from |
| WP2 | Semantic Parsing and Generation of Documents and Documents Components |
| WP3 | Model to/from Knowledge Base (synchronization mechanism) |
| WP4 | Knowledge Base Design and Implementation |
| WP6 | Architecture, Integration and Evaluation |

* 1. Structure of the document

This document is organized as follows:

Chapter 1 introduces the document.

Chapter 2 reviews the model transformation approaches in different groups and for various uses which are available as the state-of-the-technology.

Chapter 3 compares the available approaches and compares them considering their pros and cons.

Chapter 4 discusses the approach selected for the ModelWriter tool

Annex 1 Demonstration examples of various transformation approaches

* 1. Terms, abbreviations and definitions

|  |  |
| --- | --- |
| Abbreviation | Definition |
| M2M | Model to Model Transformation |
| M2T / M2C | Model to Text or Model to Code Transformation |
| WP | Work Package |
| UC | Use Case |
| KB | Knowledge base |
|  |  |

1. State-of-the-technology

The notion of model transformation is central to model-driven development. A model transformation, which is essentially a program which operates on models, can be written in a general-purpose programming language, such as Java. However, special-purpose model transformation languages can offer advantages, such as syntax that makes it easy to refer to model elements. For writing bidirectional model transformations, which maintain consistency between two or more models, a specialist bidirectional model transformation language is particularly important, because it can help avoid the duplication that would result from writing each direction of the transformation separately [4].

* 1. Preliminaries

Model transformations and languages for them have been classified in many ways [1] [2]. Some of the more common distinctions drawn are:

Number and type of inputs and outputs:

In principle a model transformation may have many inputs and outputs of various types; the only absolute limitation is that a model transformation will take at least one model as input. However, a model transformation that did not produce any model as output would more commonly be called a model analysis or model query.

Endogenous versus exogenous:

Endogenous transformations are transformations between models expressed in the same language. Exogenous transformations are transformations between models expressed using different languages [3]. For example, in a process conforming to the OMG Model Driven Architecture, a platform-independent model might be transformed into a platform-specific model by an exogenous model transformation.

Unidirectional versus bidirectional:

A unidirectional model transformation has only one mode of execution: that is, it always takes the same type of input and produces the same type of output. Unidirectional model transformations are useful in compilation-like situations, where any output model is read-only. The relevant notion of consistency is then very simple: the input model is consistent with the model that the transformation would produce as output, only.

For a bidirectional model transformation, the same type of model can sometimes be input and other times be output. Bidirectional transformations are necessary in situations where people are working on more than one model and the models must be kept consistent. Then a change to either model might necessitate a change to the other, in order to maintain consistency between the models. Because each model can incorporate information which is not reflected in the other, there may be many models which are consistent with a given model.

Horizontal vs Vertical Transformation:

A *horizontal transformation* is a transformation where the source and target models reside at the same abstraction level (e.g. Platform independent or platform specific levels). Typical examples are *refactoring* (an endogenous transformation) and *migration* (an exogenous transformation). A *vertical transformation* is a transformation where the source and target models reside at different abstraction levels. A typical example is *refinement*, where a specification is gradually refined into a full-fledged implementation, by means of successive refinement steps that add more concrete details [15,16].

Table 1 illustrates that the dimensions *horizontal versus vertical* and *endogenous versus exogenous* are truly orthogonal, by giving a concrete example of all possible combinations. As a clarification for the *Formal refinement* mentioned in the table, a specification in first-order predicate logic or set theory can be gradually refined such that the end result uses exactly the same language as the original specification (e.g., by adding more axioms).

Table 1: Orthogonal dimensions of model transformations with examples

|  |  |  |
| --- | --- | --- |
|  | Horizontal | Vertical |
| Endogenous | *Refactoring* | *Formal refinement* |
| Exogenous | *Language migration* | *Code generation* |

*Syntactic versus semantic transformations.*

A final distinction can be made between model transformations that merely transform the syntax, and more sophisticated transformations that also take the semantics of the model into account. As an example of *syntactical transformation*, consider a parser that transforms the concrete syntax of a program (resp. model) in some programming (resp. modeling language) into an abstract syntax. The abstract syntax is then used as the internal representation of the program (resp. model) on which more complex *semantic transformations* (e.g. refactoring or optimization) can be applied. Also when we want to import our export our models in a specific format, a syntactical transformation is needed.

* 1. M2M Transformation Languages

**ATL:**

ATL (ATL Transformation Language) is a model transformation language and toolkit developed and maintained by OBEO and INRIA-AtlanMod (see [1]). It was initiated by the AtlanMod team (previously called ATLAS Group). In the field of Model-Driven Engineering (MDE), ATL provides ways to produce a set of target models from a set of source models. Released under the terms of the Eclipse Public License, ATL is an M2M (Eclipse) component, inside of the Eclipse Modeling Project (EMP).

ATL is based on the QVT which is an Object Management Group standard for performing model transformations. It can be used to do syntactic or semantic translation. ATL is built on top of a model transformation Virtual Machine.

**JTL:**

JTL is a bidirectional model transformation language specifically designed to support non-bijective transformations and change propagation (see [4]). In Model Driven Engineering bidirectional transformations are considered as core ingredient for managing both the consistency and synchronization of two or more related models. However, while non-bijectivity in bidirectional transformations is considered relevant, most of the languages lack of a common understanding of its semantic implications hampering their applicability in practice.

The Janus Transformation Language (JTL) is a bidirectional model transformation language specifically designed to support non-bijective transformations and change propagation. In particular, the language propagates changes occurring in a model to one or more related models according to the specified transformation regardless of the transformation direction. Additionally, whenever manual modifications let a model be non-reachable anymore by a transformation, the closest model which approximate the ideal source one is inferred. The language semantics is also presented and its expressivity and applicability are validated against a reference benchmark. JTL is embedded in a framework available on the Eclipse platform which aims to facilitate the use of the approach, especially in the definition of model transformations.

**ETL:**

Epsilon family [2] is a model management platform that provides transformation languages for model-to-model, model-to-text, update-in-place, migration and model merging transformations. Epsilon Transformation Language (ETL) is a hybrid, rule-based model-to-model transformation language built on top of EOL. ETL provides all the standard features of a transformation language but also provides enhanced flexibility as it can transform many input to many output models, and can query/navigate/modify both source and target models.

Although a number of successful model transformation languages have been currently proposed, the majority of them have been developed in isolation and as a result, they face consistency and integration difficulties with languages that support other model management tasks. ETL, a hybrid model transformation language that has been developed atop the infrastructure provided by the Epsilon model management platform. By building atop Epsilon, ETL is seamlessly integrated with a number of other task specific languages to help to realize composite model management workflows.

**Kermeta:**

The Kermeta language was initiated by Franck Fleurey in 2005 within the Triskell team of IRISA (gathering researchers of the INRIA, CNRS, INSA and the University of Rennes [xx]). The Kermeta language borrows concepts from languages such MOF, OCL and QVT, but also from BasicMTL, a model transformation language implemented in 2004 in the Triskell team by D. Vojtisek and F. Fondement. It is also inspired by the previous experience on MTL, the first transformation language created by Triskell, and by the Xion action language for UML. Kermeta, and its execution platform are available under Eclipse. It is open-source, under the Eclipse Public License.

Kermeta is a general purpose modelling and programming language for metamodel engineering which is also able to perform model transformations. It fills the gap of MOF which defines only the structure of meta-models, by adding a way to specify static semantic (similar to OCL) and dynamic semantic (using operational semantic in the operation of the metamodel). Kermeta uses the object-oriented paradigm like Java or Eiffel.

Kermeta is a modelling and aspect oriented programming language. Its underlying metamodel conforms to the EMOF standard. It is designed to write programs which are also models, to write transformations of models (programs that transform a model into another), to write constraints on these models, and to execute them [xx]). The goal of this model approach is to bring an additional level of abstraction on top of the "object" level and thus to see a given system like a set of concepts (and instances of concepts) that form an explicitly coherent whole, which one will call a model.

**QVT:**

The OMG has defined a standard for expressing M2M transformations, called MOF/QVT or in short QVT. Eclilpse has two extension for QVT called QVTd (Declarative) and QVTo (Operational/Procedural). QVT Operational component is a partial implementation of the Operational Mappings Language defined by the OMG standard specification (MOF) 2.0 Query/View/Transformation. In long term, it aims to provide a complete implementation of the operational part of the standard. A high level overview of the QVT Operational language is available as a presentation from EclipseCon 2008, Model Transformation with Operational QVT.

**Atom3:**

AToM3 is a Python based tool for multi-paradigm modelling which stands for ``A Tool for Multi-formalism and Meta-Modelling''. The two main tasks of AToM3 are meta-modelling and model-transforming. Meta-modelling refers to the description, or modelling of different kinds of formalisms used to model systems (although we have focused on formalisms for simulation of dynamical systems, AToM3's capabilities are not restricted to these.) Model-transforming refers to the (automatic) process of converting, translating or modifying a model in a given formalism, into another model that might or might not be in the same formalism.

In AToM3, formalisms and models are described as graphs. From a meta-specification (in the ER formalism) of a formalism, AToM3 generates a tool to visually manipulate (create and edit) models described in the specified formalism. Model transformations are performed by graph rewriting. The transformations themselves can thus be declaratively expressed as graph-grammar models. Some of the meta-models currently available are: Entity-Relationship, GPSS, Deterministic Finite state Automata, Non-Deterministic Finite state Automata, Petri Nets, Data Flow Diagrams and Structure Charts. Typical model transformations include model simplification (e.g., state reduction in Finite State Automata), code generation, generation of executable simulators based on the operational semantics of formalisms, as well as behaviour-preserving transformations between models in different formalisms. Atom3 is supported by a web based tool, but it has no standalone framework or any integration with a framework such as Eclipse.

**Acceleo:**

Acceleo is a pragmatic implementation of the Object Management Group (OMG) MOF Model to Text Language (MTL) standard. It is very easy to get started and understand the basic principles of model to text transformation with Acceleo. It is the result of R&D in the French company Obeo. It offers advantages such as: High ability to customize, Interoperability, Easy kick off, and so on.

The reference implementation provided within the Eclipse M2T project, Acceleo 3, combines tooling, simple syntax and efficient code generation. The Acceleo generation module Editor supports the user with the features such as: content assist, quick outline, navigation links to the declaration of model elements, template elements and variables, quick fixes, refactoring, syntax highlighting, occurrences highlighting, and so on.

Xtend2

Higher Order Transformations (HOTs)

Ad hoc

GReAT: a transformation language available in the GME

Henshin (see [3]): a model transformation language for EMF, based on graph transformation concepts, providing state space exploration capabilities

Lx family (see [5]): a set of low-level transformation languages

M2M is the Eclipse implementation of the OMG QVT standard

Mia-TL: a transformation language developed by Mia-Software

MOF Model to Text Transformation Language: the OMG has defined a standard for expressing M2T transformations

MOLA (see [6]): a graphical high-level transformation language built in upon Lx.

MT: a transformation language developed at King's College, London (UK) (based on Converge PL)

SiTra [7]: a pragmatic transformation approach based on using a standard programming language, e.g. Java, C#

Stratego/XT: a transformation language based on rewriting with programmable strategies

Tefkat: a transformation language and a model transformation engine

Tom: a language based on rewriting calculus, with pattern-matching and strategies

UML-RSDS [8]: a model transformation and MDD approach using UML and OCL

VIATRA2: a framework for transformation-based verification and validation environment

Categories:

M2M

M2T:JET, Xpand, MOFScript

Eclipse based
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